
Solutions

IQD Let Ii
, . . .in be a basis of eigenvectors for A

.
If Ii

, 'tj are eigenvectors

for distinct eigen values Xitxj then ( assuming 7j
 to wlog )
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Hence ( I - Xjlti ) it
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 = 0 and since hit 3
'

we may conclude

that Iitkj  = 0 . For each eigen value X we apply Gram - Schmidt to

produce an ovtho normal basis of eigenvectors for the space of

eigenvectors . Let Q be the matrix whose columns are the eigenvectors

produced by this process ( for all X )
.

Then QTQ = In by construction
,

and AQ =D Q for D diagonal ,
so QTAQ =D

.



IQI We have ( R
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WT
←→ F invertible Q with QP

'

Q =P .

Note Q need not be orthogonal ! i. e. maybe QTFQ
"

.

so this does not necessarily

say Pl
,

P are related by a change of basis
.
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, Bp ) for some invertible symmetric P
. Let Q
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st .

QTPQ,
is D=  diag ( Ty ...

,
Tn )

.

Then by Q 6

( Rn
,

Bp ) ~ ( R
"

,
Bp )

.

Choosing the order of the columns of Q correctly ,
we may assume that

for some a ,b7 0 with atbtn we have Xy .  .
.

, Da > 0 and

Tah
,

... ,Xn< 0
. Then with Q

,
diag ( Hi 1-

 ' k
,

. . .

,
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 "

2) we have

a b

-QIDQZ
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,
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and so ( RYBD ) ~ ( R
"

,
B

" b ) as claimed .



For uniqueness , suppose
( R

"

,

1396 ) ~ ( Pi
,

Ba
" "

) with a > a ! Then

we have an invertible Q at .

Bad
'

( QI
,

Qe ) = Bab ( e. e) Fee R
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Wit -  - - + way - wait ,
-

.  . .  - we
( * )

= xp + . . . + xa2 - xaE ,
-

.  . .  - Xi the IR
"

where y
= Q±

,
so each wi is a linear function of the xj .

Let as fix

Xa+ ,
= - . - =xn=O and call the corresponding subspace YEIR ? Consider

the linear map

y in > pitmen , Ra
'

I 1- ( 1
,

Q ) H a - ( wy .  . .

, Wai )

Now dimly )= a > a
'

= dim ( Ra
'

) so this linear transformation must

have a nonzew kernel .
Let ( Yy . .

.

, ya ) be nonzero and in the kernel .

Evaluating 1*1 on this point yields

yit .  . . tya2 = - wait , ( y 5- . .  - - wnl IT

which is a contradiction since the LHS is strictly positive and the RHS is SO
.

This contradiction shows a = a
'

as claimed
.


