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We have still notproperly analysed the example of IR
"
with the Euclidean

distance dz as a metric space, i - e .

dz( ± , 1) = { EE , ( xi -got } ?'

= {(-1--1)+(1-1)} 'k

In this lecture we returnto this example , in the context of a more general
discussion of deriving metrics dis on IR

" from special kinds ofmatrices BEMNCIRI .

Here MNHR) denotes the set of all nxn matrices . But first
,
let us (finally)

actually check this is a metric space :

É ( R ", da ) is a metric space

Pwd (Mt ) - (M3) are clear. For 1144 ) we first prove

claim Forry . .> rn, sy.ysnc-IRE.ir?Eisfz(Eirisi)? [
"""Y's

inequality )

Pwof-setf.IR→ IR by f-(7) = Ei Crit Tsi ) ? Then FIX ) > 0

for all ✗ and f- is quadratic, so we know its discriminant
must be €0 .

Butthediscriminant of

f-a) = E. ( sit +27 rise. tri)

is D= 4(Eirisi )2 - 4 Eis?§.rs? and so DEO

is whatwe wanted to show . ☐
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To prove 1144) we have to show

dz( I. 1) +4211 , E) 7 da (I, E)

which means

{ Eilxi - yip }
"
t { E. (yi - zit )

"
> { E. (%. - zip}

"

?

Set a Xi - Yi and bi = Yi - Zi so that ai t bi = Xi - Zi . Then
'

Ei lait bij = E- ( ai'tZaibitbi)

= E- ai't 2. E-aibit E- be?

Cauchy

c- E- ai + 2(E- a:)
"

(Ebi )
"
't E. BE

= { (EiaE)
"
+ (Sibi )

"

}
'

taking the square not on both sides completes theproofof 1174 ) . ☐

ExeniseL Prove that

d , ( = , 1) = SE ,
I xi -Yi I

do ( ± ,1) = max { lxi - yil }T= ,

define metrics on R?
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F×I4= If ( X , dx ) is a metric space andp :-/→ ✗ is a bijection
( Y any set) then ( Y

, dp ) is a metric space where

d
,
( Yi , Yz) : = dx (ply , ) ,plyz) ) .

LemmaL4 Let B c- Mn ( IR) be an invertible matrix .
Then

dB(kid ) = { (I -a)TBTB (I - a) }
"

is a metric on IR?

Proof Letp : R
"

→ IR
"

be left multiplication by B. Then dp as above is ametric, and

dp( ±, e) = d. ( Be , Ba )

= { ( Be - Bus ) -11 By - Bus ) }
"

= { [ Ble -e) IT [ Ble - ie ) ] }
"
'

= { K -e)TBTB II - e) }
"

? ☐

Example_4--0 If 7 , . . -

,
In > 0 then

d l ±
, 1) = { EE ,

ti ( xi -yip }
""

is a metric on IR
" ( take B = diag05, .

. -

,
Fn ) )

.

This metric

corresponds to
"shrinking

"
ourmeasuring stick for axis i (if 7 ; > 1)

or
"stretching

" it ( if 7 ,
- < 1)

.
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Question For which matrices P is K
, a) t { K -WJPK -a ) }

"2
a metric ?

Letus see what constraints the metric axioms impose on P¥tE
we know

( in ) will hold iff . IT P I 30 TIER
"

p= BTB for B

(M2) will hold iff . IT P±= 0 ←→ z = O .

invertible worry,

(M }) will hold automatically since

(± -e)TPK -E) = ( in - IFP ( a - I )
.

( M4) Recall that for dz , which is the case P= In, we deduced
thetriangle inequality from Cauchy 's inequality

E. rises.? > (Eirisi)?

We wantto now generalise this .

Define for ±,w_ ER
"

< I
,
a> = IT Put e IR

p

Note that if P = PT is symmetric then <± ,
a>p

= < a ,I7p
, is also

symmetric .

Notice that with Psm : = tz ( Pt PT ) we have

ZTP}[ = tzztpx + I XTPTI
= I ztpz + I( IT Pz)T = ITPz

so ifwe use P or PSMwe obtain the same (candidate) metric .
so

we may without lossof generality assume P is symmetric .
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OK
,
so the only potential metrics obtained in this way from matrices P

are obtained from the following type ofmatrix :

DEI A matrix PEMN 1k ) is called positive -definite if it is

( i ) symmetric , P = PT

l Ii ) ztpx 70 for all z E Rn (positive )

l iii ) ITPZ = 0 <⇒ z = 0 (definite )

Exercise L4 -2 Prove that LT-3, is linear in both variables (we say bilinear)by which we mean

< Tie , +7212 , in

}
,

= 7
,
( Ii

,

wif
+ 7242

,

wig
,

<±
,
Xia,

+

town
,

= 7
, <±, a ,)

ptczcv
,

app
Lemma L4 - 3 ( Cauchy - Schwark, partial version) For any positive -definite PEMNLR)

and any I, w_ E IR:< v. , a>p.

said;he ,⇒ p

Root The trick is similar to what we did before . Observe that

for any XEIR , writing < ,> for < ,>p

0 e < ± tw
,
v. - too>

= <±
,
±> -xx ,

±> - xca,⇒ + tcw ,⇒
-.

using Psymmetric = < v.
,
I> - 2X< ±, K> +Min ,

in>
.
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The desired identity is trivial if a = 0 so assume not , and set

y = of a>kw.ie>

Here we use that P is definite so < in,⇒ t 0 .

then

0 s < ±
,
⇒ - 2. < ±

,
a>

2

+ a.at←
in> <e. a>

= a.⇒ -
Iii
<a

,
a>

Multiplying through by <a,
a>
,
and using that P is positive (so 1hat

this does notreverse the inequality ) we have

<±
,
a>

2

e die>.< a, wis . D

Proposition 4 - 4 If PE Mn 1R) is positive definite then

dp ( ± , I) = { (± - 1) TP (± - ¥ ) }
"2

is a metric on IR ?

Roof We need only prove ( 144) . But again given I, I, E set a-
= I -I

and b- =L - I so we need to show

< a-
,
a-745 + < b-

,
b-7¥ > < a +b-, a-+151,5

Calculating using the previous lemma :
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{ < a ,
ejpktcb, b-7¥ ]? = <gasp + 2< a- , aiipkcb , biipk + < b-is>p

= < a-
,
a-7p t 2{ < a- , a>p< b-, Hp }

"'
+ <b-, Hp

> < a-
,
a-> p + 2{ ( e. b-7,5 }

"

2.1 < b- is>p

> < a- , a-> p t 2 < a- , b-7 p + < b- , b.)p

= < a- + b-
,
a- the> p .

.

Taking square - roots proves the claim . D

Exercise 4-3 Pwve that if BEMN ( IR) is invertible then BTB is positive.definite .

- 1

Exercise L4-4 Pwve that if P
,

= Q RQ for some orthogonal matrix Q then

multiplication by Q gives an isomety (assume Pi
, Pz positive-definite )

( Rn, dp , )→ ( Rn
,
dp
.
)

.

That is
,
the metric we get on IR

"

from B is essentially thesame
as the One we get from B .

Exercise L4- S Rove that every real symmetricmatrix X can be written as

X = QTDQ with Q orthogonal and D= diaghy . . An )

diagonal, and that X is positive definite iff . all the 7 ; are positive .
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Conclusion essentially the only new examples of metrics on R
"

that we obtain in this way are those obtained from matrices

'' = fjP,
.

) anti > o .

In which case

dp ( ± , I ) = { ( x.- IPP (± -1) jh

= { Einnilxi -yi5)
"
2

Butthiswas the example wesay already in Example L4 -0 !
So wefailed ! Itwas completely pointless to explore this idea

of inducing new metrics from matrices ! We only found things
isometric to an example we already knew !

Well
,
that's all true

,
but in the process of failing we acquired something

very valuable : a new point of view on metrics as arising from matrices
via IPE

,
which put as on the cusp of discovering a remarkable class

ofspaces which represent a radical departure from our ordinary f- limited,
parochial, narrow) intuitions about space based on R ? To make this

discovery we need only ask the following

Question What happens if some of the Ti in P =D iag ( 7 ,, . . , In)

are negative ? what is the geometric contentof ←,
-7p ?


